Approximations for two-dimensional discrete scan statistics in some dependent models
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Abstract. We consider the two-dimensional discrete scan statistic generated by block factors from i.i.d. sequences. We present the approximation for the distribution of the scan statistics and error bounds. A simulation study illustrates our methodology.
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1 Introduction

Let \(N_1, N_2\) be positive integers and \(\{X_{i,j} \mid 1 \leq i \leq N_1, 1 \leq j \leq N_2\}\) be a family of nonnegative integer random variables from a specified distribution. For \(1 \leq i \leq N_1\) and \(1 \leq j \leq N_2\), \(X_{ij}\) represents the number of some events observed in the elementary square sub-region \([i, i + 1] \times [j, j + 1]\). Let \(m_1, m_2\) be positive integers, \(1 \leq m_1 \leq N_1\), \(1 \leq m_2 \leq N_2\). For \(1 \leq t \leq N_1 - m_1 + 1\), \(1 \leq s \leq N_2 - m_2 + 1\) let

\[
\nu_{ts} = \nu_{t,s}(m_1, m_2) = \sum_{i=t}^{t+m_1-1} \sum_{j=s}^{s+m_2-1} X_{ij}.
\]

(1)

The two-dimensional discrete scan statistic is defined as the largest number of events in any \(m_1 \times m_2\) rectangular scanning window within the rectangular region \([1, N_1] \times [1, N_2]\), i.e.

\[
S = S(m_1, m_2, N_1, N_2) = \max_{1 \leq t \leq N_1 - m_1 + 1, 1 \leq s \leq N_2 - m_2 + 1} \nu_{ts}.
\]

(2)

Most of research devoted to two-dimensional discrete scan statistics considers the i.i.d. model for \(X_{i,j}\)’s. Then, the statistic \(S\) is used for testing the null hypothesis that the \(X_{i,j}\)’s are independent and identically distributed according to some specified probability law, in general Bernoulli, binomial or Poisson (see Glaz et al. [4]). Since there are no exact formulas for \(P(S \leq n)\), various methods of approximation and bounds for \(P(S \leq n)\) have been proposed by several authors. An overview of these methods as well as a complete bibliography on the subject are given in Chen and Glaz [3], Glaz et al. [4], Boutsikas and Koutras [2], Haiman and Preda [7] and references therein.
we consider the two-dimensional discrete scan statistics generated by some particular dependent sequences \( \{X_{i,j} \mid 1 \leq i \leq N_1, 1 \leq j \leq N_2\} \). More precisely, we are interested in the case where the \( X_{i,j} \)'s are obtained as block-factors from an independent and identically distributed sequence of random variables \( \{Y_{i,j} \mid 0 \leq i \leq N_1 + 1, 0 \leq j \leq N_2 + 1\} \), in the following way:

\[
X_{i,j} = f(Y_{i,j}, Y_{i,j-1}, Y_{i+1,j-1}, Y_{i-1,j+1}, Y_{i+1,j+1}, Y_{i+1,j+1}),
\]

where \( f \) is a non-negative measurable function \( f: \mathbb{R}^9 \to \mathbb{R}^+ \) (see Figure 1).

The paper is organized as follows. In Section 2, we present the methodology for approximating the distribution of the scan statistics generated by the model (3) providing approximations and error bounds. Numerical results based on simulations are presented in Section 3 for particular block-factor functions, \( f \).

2 The scan statistics as an extremum of a 1-dependent stationary sequence of random variables

The methodology we use to approximate the distribution of scan statistics generated by the dependent model (3) follows closely to that presented in Haiman and Preda [7] for the i.i.d. model. Let us suppose that \( N_1 = (L_1 + 1)(m_1 + 1) - 2 \), \( N_2 = (L_2 + 1)(m_2 + 1) - 2 \) where \( L_1 \) and \( L_2 \) are positive integers and define

\[
Z_k = \max_{1 \leq t \leq L_1(m_1 + 1)} \nu_{t,s}, \quad k \in \{1, 2, \ldots, L_2\}.
\]

The random variables \( Z_k \) represent the scan statistics on the overlapping \( N_1 \times 2m_2 \) rectangular regions

\[
\mathcal{R}_k = [1, N_1] \times [(k-1)(m_2 + 1) + 1, (k+1)(m_2 + 1) - 2].
\]
From the independence of $Y_{ij}$ and $Z_k$ we can verify that the sequence $(Z_k)$ is 1-dependent (see Figure 2 for the case $k = 2$). Since $Y_{ij}$ are also identically distributed we conclude that the sequence $Z_k$ is stationary.

Fig. 2. Illustration of $Z_k$ emphasizing the 1-dependence

Notice that from (2), (4) and the measurability of $f$, the following relation holds

$$S = \max_{1 \leq k \leq L_2} Z_k.$$  \hfill (8)

The relation described in (8) is the key idea behind our approximation. The methodology is based on the following result developed in Haiman [5, Theorem 4] and improved in Amarioarei [1, Theorem 2.6]:

Let $(T_k)_{k \geq 1}$ be a strictly stationary 1-dependent sequence of random variables and for $x < \sup \{ u | P(T_1 \leq u) < 1 \}$, consider

$$q_m = q_m(x) = P(\max(T_1, \ldots, T_m) \leq x).$$ \hfill (9)
**Theorem 1.** Assume that \( x \) is such that \( q_1(x) \geq 1 - \alpha \geq 0.9 \) and define \( \eta = 1 + l\alpha \) with \( l = l(\alpha) > t_2^2(\alpha) \) and \( t_2(\alpha) \) the second root in magnitude of the equation \( \alpha t^3 - t + 1 = 0 \). Then the following relation holds

\[
q_m - \frac{2q_1 - q_2}{[1 + q_1 - q_2 + 2(q_1 - q_2)^2]^m} \leq mF(\alpha, m)(1 - q_1)^2, \tag{10}
\]

with

\[
F(\alpha, m) = 1 + \frac{3}{m} + \left[ \frac{\Gamma(\alpha)}{m} + K(\alpha) \right] (1 - q_1), \tag{11}
\]

and where \( \Gamma(\alpha) = L(\alpha) + E(\alpha) \) and

\[
K(\alpha) = \frac{11 - 3\alpha}{(1 - \alpha)^2} + 2\alpha(1 + 3\alpha)^2 \eta^2 - \frac{(1 + 3\alpha)(1 + l\alpha)^2}{[1 + \alpha(1 + l\alpha)]^2}, \tag{12}
\]

\[
L(\alpha) = 3K(\alpha)(1 + \alpha + 3\alpha^2)(1 + \alpha + 3\alpha^2 + K(\alpha)\alpha^3) + \alpha^6 K^3(\alpha),
\]

\[
+ 9\alpha(4 + 3\alpha + 3\alpha^2) + 55.1
\]

\[
E(\alpha) = \eta^4 \left[ 1 + (1 - 2\alpha)\eta \right] \left[ 1 + \alpha(\eta - 2) \right] \left[ 1 + \eta + (1 - 3\alpha)\eta^2 \right]. \tag{13}
\]

Let define for \( r \in \{2, 3\}, \)

\[
Q_r = Q_r(n) = P \left( \bigcap_{k=1}^{r-1} \{ Z_k \leq n \} \right) = P \left( \max_{1 \leq t \leq L_2, 1 \leq s \leq (r-1)(m_2+1)} \nu_{ts} \leq n \right). \tag{15}
\]

For \( n \) such that \( Q_2(n) \geq 1 - \alpha_1 \geq 0.9 \), we can apply the result in Theorem 1 to obtain the first step approximation

\[
\left| P(S \leq n) - \frac{2Q_2 - Q_3}{[1 + Q_2 - Q_3 + 2(Q_2 - Q_3)^2]r_2} \right| \leq L_2 F(\alpha_1, L_2)(1 - Q_2)^2. \tag{16}
\]

In order to evaluate the approximation in (16) one has to find approximations for the quantities \( Q_2 \) and \( Q_3 \). To achieve this, we will apply for the second time the result in Theorem 1. We define, as in (4), for each \( r \in \{2, 3\} \) and \( l \in \{1, 2, \ldots, L_1\} \) the sequences

\[
Z_l^{(r)} = \max_{(l-1)(m_1+1) + 1 \leq t \leq l(m_1+1)} \nu_{ts}. \tag{17}
\]

As for the sequence \( Z_k \), we deduce that the sequences \( Z_l^{(r)} \) in (17) are stationary, 1-dependent and the following relation holds:

\[
Q_r = P \left( \max_{1 \leq s \leq L} Z_l^{(r)} \leq n \right), \quad r \in \{2, 3\}. \tag{18}
\]
Denoting, for \( u, r \in \{2, 3\} \)

\[
Q_{ur} = Q_{ur}(n) = \mathbb{P}\left( \bigcap_{i=1}^{n-1} Z_l^{(r)} \leq n \right) = \mathbb{P}\left( \max_{1 \leq s \leq (r-1)(m_2+1)} \nu_{ts} \leq n \right) \tag{19}
\]

then, under the supplementary condition that \( Q_{23}(n) \geq 1 - \alpha_2 \geq 0.9 \), we apply Theorem 1 to obtain

\[
\left| Q_{r} - \frac{2Q_{2r} - Q_{3r}}{1 + Q_{2r} - Q_{3r} + 2(Q_{2r} - Q_{3r})^2} \right| \leq L_1 F(\alpha_2, L_1)(1 - Q_{2r})^2. \tag{20}
\]

Combining (16) and (20) we find an approximation formula for the distribution of the scan statistic depending on the values of \( \{Q_{22}, Q_{23}, Q_{32}, Q_{33}\} \). There are no exact formulas for \( Q_{ur}, u, r \in \{2, 3\} \), thus they will be evaluated by Monte Carlo simulation.

For the error computation we have to notice that there are three expressions involved: the first one is the theoretical error \( E_{app} \) obtained from the substitution of (20) in (16) and the other two are simulations errors, one corresponding to the approximation formula \( E_{sf} \) and the other to the error formula \( E_{app} \). In what follows we will deal with each of them separately. To simplify the presentation it will be convenient to introduce the following notations;

\[
A(x,y,m) = \frac{2x - y}{[1 + x - y + 2(x - y)^2]^m}, \quad \alpha_1 = 1 - Q_{3}, \quad \alpha_2 = 1 - Q_{23},
\]

\[
F_1 = F(\alpha_2, L_1), \quad F_2 = F(\alpha_1, L_2), \quad R_s = A(Q_{2s}, Q_{3s}, L_1), \quad s \in \{2, 3\}.
\]

It is not hard to see (based on mean value theorem in two dimensions) that if \( y_i \leq x_i, i \in \{1, 2\} \), then we have the inequality:

\[
|A(x_1, y_1, m) - A(x_2, y_2, m)| \leq m \left[ |x_1 - x_2| + |y_1 - y_2| \right]. \tag{21}
\]

From (16) and (21) we get

\[
|\mathbb{P}(S \leq n) - A(R_2, R_3, L_2)| \leq |\mathbb{P}(S \leq n) - A(Q_{2}, Q_{3}, L_2)| + |A(Q_{2}, Q_{3}, L_2) - A(R_2, R_3, L_2)| \leq L_2 F_2 (1 - Q_{2})^2 + L_2 \left[ |Q_{2} - R_2| + |Q_{3} - R_3| \right]. \tag{22}
\]

If we substitute (20) in (22) and we take \( B_2 = 1 - R_2 + L_1 F_1 (1 - Q_{22})^2 \), then the theoretical approximation error is given by

\[
E_{app} = L_2 F_2 B_2^2 + L_1 L_2 F_1 \left[ (1 - Q_{22})^2 + (1 - Q_{23})^2 \right]. \tag{23}
\]

To compute the simulation error corresponding to the approximation formula let’s denote by \( \hat{Q}_{ur} \) the simulated values of \( Q_{ur} \) for each \( u, r \in \{2, 3\} \). Usually between the true and estimated values we have

\[
\left| Q_{ur} - \hat{Q}_{ur} \right| \leq \beta_{ur}. \tag{24}
\]
Indeed, if \( ITER \) is the number of iterations used in the Monte Carlo simulation algorithm for estimation of \( Q_{ur} \) then, one can consider, for example, the bound 

\[ \beta_{ur} = 1.96 \sqrt{\frac{Q_{ur}(1-Q_{ur})}{ITER}} \]

with a 95% confidence level. Taking for \( r \in \{2, 3\} \), 

\[ \hat{Q}_r = A \left( \hat{Q}_{2r}, \hat{Q}_{3r}, L_1 \right) \]

to be the simulated values that corresponds to \( Q_r \) and applying (19) whenever \( \hat{Q}_{3} \leq \hat{Q}_{2} \) we have

\[ |A(R_2, R_3, L_2) - A(\hat{Q}_2, \hat{Q}_3, L_2)| \leq L_2 \left[ \left| R_2 - \hat{Q}_2 \right| + \left| R_3 - \hat{Q}_3 \right| \right] \]

\[ \leq L_1 L_2 \left[ \left| Q_{22} - \hat{Q}_{22} \right| + \left| Q_{23} - \hat{Q}_{23} \right| + \left| Q_{32} - \hat{Q}_{32} \right| + \left| Q_{33} - \hat{Q}_{33} \right| \right]. \]  

(25)

From (25) and (24) we obtain the first simulation error

\[ E_{sf} = L_1 L_2 (\beta_{22} + \beta_{23} + \beta_{32} + \beta_{33}). \]  

(26)

Finally, introducing

\[ C_{2r} = 1 - \hat{Q}_{2r} + \beta_{2r}, \ r \in \{2, 3\}, \]

\[ C_2 = 1 - \hat{Q}_2 + L_1 (\beta_{22} + \beta_{32}) + L_1 F_1 C_{22}^2, \]

and substituting them in (23), we get the simulation error associated with the approximation error formula

\[ E_{sapp} = L_2 F_2 C_2^2 + L_1 L_2 F_1 \left[ C_{22}^2 + C_{23}^2 \right]. \]  

(27)

Adding the expressions from (23), (26) and (27) we obtain the total error,

\[ E_{total} = E_{sapp} + E_{sf} + E_{sapp}. \]  

(28)

### 3 Simulation study

In order to illustrate the results presented in Section 2, we consider the following block-factor dependence model. Let \( \{Y_{ij} | i = 0, \ldots, N_1 + 1, j = 0, \ldots, N_2 + 1\} \) be an i.i.d. sequence of Bernoulli r.v.’s with parameter \( p \). For each \( 1 \leq i \leq N_1 \) and \( 1 \leq j \leq N_2 \), define the r.v.’s \( X_{ij} \) by

\[ X_{ij} = \begin{cases} 
1, & \text{if } Y_{ij} = 1 \text{ and } \sum_{k \in \{-1,0,1\}} Y_{i+k,j+k} \geq 2, \\
0, & \text{otherwise}.
\end{cases} \]  

(29)

The model in (29) is a particular case of (3). Obviously \( X_{ij} \)’s are dependent Bernoulli r.v.’s with parameter \( p' = p \left[ 1 - (1 - p)^8 \right] \). A success of \( X_{ij} \) occurs each time when \( Y_{ij} = 1 \) and there is at least one success in its neighborhood (horizon one).

In our setting we consider the scanning window of size \( m_1 \times m_2 = 4 \times 6 \) and the region to be scanned of size \( 53 \times 75 \) (\( L_1 = L_2 = 10 \)). The numerical results
presented in Table 1 corresponds to $p \in \{0.01, 0.1\}$. The second column in Table 1 (Sim Dep) corresponds to the estimate of $P(S \leq n)$ with $10^5$ trials. The column Approx Dep presents the approximations obtained by our methodology. Columns 4 - 6 are the associated errors computed in Section 2 with $ITER = 10^9$. We compare the dependent model in (29) with the Bernoulli independent model with parameter $p'$ using the results in Haiman and Preda [7]. The results are presented in the last two columns of Table 1. Figure 3 presents the ecdf of the scan statistic computed by simulation (Sim Dep and Sim Indep).

<table>
<thead>
<tr>
<th>n</th>
<th>Sim Dep</th>
<th>Approx Dep</th>
<th>$E_{app}$</th>
<th>$E_{sim}$</th>
<th>$E_{total}$</th>
<th>Sim Dep</th>
<th>Approx Indep</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>(23)</td>
<td>(26)</td>
<td>(28)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.91937</td>
<td>0.91959</td>
<td>0.00351</td>
<td>0.00167</td>
<td>0.00518</td>
<td>0.99956</td>
<td>0.99921</td>
</tr>
<tr>
<td>3</td>
<td>0.98750</td>
<td>0.98748</td>
<td>0.00004</td>
<td>0.00046</td>
<td>0.00051</td>
<td>1</td>
<td>0.99999</td>
</tr>
<tr>
<td>4</td>
<td>0.99930</td>
<td>0.99915</td>
<td>0.00000</td>
<td>0.00010</td>
<td>0.00010</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>0.99993</td>
<td>0.99993</td>
<td>0.00000</td>
<td>0.00002</td>
<td>0.00002</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

$p = 0.01, p' = 0.00077$

<table>
<thead>
<tr>
<th>n</th>
<th>Sim Dep</th>
<th>Approx Dep</th>
<th>$E_{app}$</th>
<th>$E_{sim}$</th>
<th>$E_{total}$</th>
<th>Sim Dep</th>
<th>Approx Indep</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>(23)</td>
<td>(26)</td>
<td>(28)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0.93423</td>
<td>0.93247</td>
<td>0.00120</td>
<td>0.00111</td>
<td>0.00231</td>
<td>0.99957</td>
<td>0.99941</td>
</tr>
<tr>
<td>10</td>
<td>0.98847</td>
<td>0.98780</td>
<td>0.00003</td>
<td>0.00042</td>
<td>0.00045</td>
<td>0.99999</td>
<td>0.99995</td>
</tr>
<tr>
<td>11</td>
<td>0.99815</td>
<td>0.99812</td>
<td>0.00000</td>
<td>0.00015</td>
<td>0.00015</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>0.99971</td>
<td>0.99984</td>
<td>0.00000</td>
<td>0.00004</td>
<td>0.00004</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>13</td>
<td>0.99996</td>
<td>0.99999</td>
<td>0.00000</td>
<td>0.00000</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

$p = 0.1, p' = 0.05695$

Table 1. Values for $P(S \leq n)$ when $m_1 = 4, m_2 = 6, L_1 = 10, L_2 = 10, ITER = 10^9$

Fig. 3. Empirical cumulative distribution functions for $p = 0.1$. 
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